A new platform designed for glaucoma screening: identifying the risk of glaucomatous optic neuropathy using fundus photography with deep learning architecture together with intraocular pressure measurements
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ABSTRACT

Aim of the study: To develop a platform designed for glaucoma screening, based on deep learning algorithms, for the diagnosis of glaucomatous optic neuropathy from colour fundus images and intraocular pressure, not requiring medical staff.

Material and methods: A modular platform for glaucoma screening is developed which uses classifiers that independently evaluate the parameters of the visual system. The fundus image classifier is based on trainable mathematical models, while an intraocular pressure classifier is a threshold classifier. Performance analysis is conducted in terms of the statistical parameters: sensitivity, accuracy, precision, and specificity. Glaucoma images were classified by two experts. The cut-off of vertical cup to disc ratio (vCDR) for glaucoma was set at ≥ 0.7. In the training stage 933 healthy and 754 glaucoma images were used. If the intraocular pressure (IOP) was ≥ 24 mmHg in at least one eye the patient was classified in the glaucoma category independently of the fundus image category. During the training stage the following parameters of the image classifier were achieved: sensitivity 0.82 and specificity 0.63.

Results and conclusions: For the test data from two campaigns were used (total 1104 fundus images). For the image classifier, sensitivity 0.73 and specificity 0.83 were obtained for the first campaign, while sensitivity 0.84 and specificity 0.67 were obtained for the second campaign. The final achieved parameters of the platform are: sensitivity 0.79 and specificity 0.67 for the first campaign, sensitivity 0.92 and specificity 0.42 for the second campaign. The results are in accordance with other studies and the platform proved its usability and good performance.
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INTRODUCTION

Glaucoma is a progressive optic nerve neuropathy, which is one of the leading causes of irreversible blindness worldwide. It affects approximately 70 million people and the number will increase to 112 million in 2040 [1]. Even in advanced stages glaucoma may remain asymptomatic, especially if asymmetric glaucomatous optic nerve damage is present. Thus, there is a great need for screening programmes for glaucoma to diagnose the disease at early levels without changes in visual fields [2, 3]. The main diagnostic tools for glaucoma typically include optic nerve head (ONH) evaluation, detection of visual field defects and elevated intraocular pressure.

Glaucomatous optic neuropathy (GON) is characterised by some typical changes in the appearance of the optic disc: enlarged vertical cup to disc ratio (vCDR), notching and/or thinning of neuroretinal rim, parapapillary atrophy, nasalization of central ONH vessels, disc haemorrhages, asymmetric vCDR [4–6]. These changes can be detected in fundus images and are one of the most important aspects of glaucoma diagnosis. Increased intraocular pressure (IOP) is still considered the strongest risk factor for glaucoma development and progression, but is not necessary for glaucoma diagnosis. Clinical trials confirmed that 30–50% of glaucoma patients have IOP within normal limits [2].
There is no single reference standard for establishing the diagnosis of glaucoma. The diagnosis is usually made on the basis of clinical examination combined with several tests for structural and functional optic nerve damage and intraocular pressure measurements [4, 6]. The evaluation of GON may be performed by observing the ONH in fundus photographs and tests using laser scanning imaging techniques such as scanning laser tomography (HRT), scanning laser polarimetry (GDx), and optical coherence tomography (OCT) [7, 8].

In the clinic, retinal fundus photography is a well-established diagnostic tool for eye diseases and the easiest and low-cost test. The interpretation of colour fundus ONH images requires expert knowledge and may differ even among experienced glaucoma specialists. Thus, there is a need for development of automatic methods for GON detection based on fundus images. Several reports have proved the efficacy of machine learning in glaucoma [9-23].

Machine learning is a system of artificial computer intelligence that provides computers with the ability to automatically learn without being explicitly programmed. In ophthalmology machine learning has been used to investigate diabetic retinopathy (DR), age-related macular degeneration (AMD) and glaucoma [10-12]. Recent studies of DR using deep machine learning showed high sensitivity and specificity for the detection of changes typical for DR [11, 12, 15]. The detection of glaucoma may be more challenging than the diagnosis of DR because it relies on estimation of subtle changes in the ONH shape and cupping including the stage of glaucoma and refractive errors of the eye [9, 14].

The aim of this study was to evaluate a simple and cost-effective screening platform designed to use convolutional neural networks for glaucoma detection using colour fundus photography together with non-contact IOP measurements. The existing few commercial systems use only images of the fundus (RetinaLyze) or focus on diabetic retinopathy (Eyenuk), and do not reveal the details of the neural network-based classifiers used for examination.

**MATERIAL AND METHODS**

**General description of the platform**

The modular platform for glaucoma screening consists of the following modules: aggregating module (AGGMod), measuring module (MSRMod), analytical module (ANLMod), diagnostic module (DGNMod), and communication module (COMMod), as shown in Figure 1.

The AGGMod connects other modules of the platform and provides access to a remote server that collects all data of the examined person and the examination results. An operator registers personal data and medical history of the patient in the server system for future reference.

The MSRMod collects data, at least full-colour fundus images and IOP, from diagnostic devices: a fundus camera and a tonometer. The list of the devices and the number of collected parameters can be extended in future versions of the platform. At least one eye must be imaged, but the platform by default collects data from both eyes.

The ANLMod uses classifiers that independently evaluate the parameters of the visual system: an image of a fundus and an IOP value of an eye. The image classifier is based on trainable mathematical models (deep neural networks, artificial intelligence) and is discussed in detail in the next section. The IOP classifier is a threshold classifier that is based on a threshold value, resulting from the medical knowledge. The DGNMod issues an initial diagnosis for the patient (glaucoma or healthy) on the basis of the information from the ANLMod. Then, if at least one classifier indicated an increased risk of glaucoma, a message to the patient is sent, using COMMod, as an SMS message or an e-mail, with an indication of a need of a medical appointment. If all classifiers identified healthy eyes, a message is sent with a recommendation for regular eye tests. Otherwise, a message is sent with information about failure during tests. The messages also confirm proper communication with the patient. If the message is not received by the patient he or she is obliged to repeat the test or make a medical appointment.

Performance analysis of a classifier or the whole platform is conducted in terms of the following statistical parameters: sensitivity, accuracy, precision, and specificity, defined in Table I, where TP – true positives, FP – false positives, TN – true negatives, and FN – false negatives, with respect to the unanimous opinion of two qualified ophthalmologists.

The whole information technology system which runs the platform is developed in-house.

**Data sets (MSRMod)**

The prospective study was conducted between March 2019 and July 2019. Adults (> 18 years) with visual acuity and cen-

---

### Table I. Definitions of statistical parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>(\frac{TP}{TP + FN})</td>
</tr>
<tr>
<td>Accuracy</td>
<td>(\frac{TP + TN}{TP + TN + FP + FN})</td>
</tr>
<tr>
<td>Precision</td>
<td>(\frac{TP}{TP + FP})</td>
</tr>
<tr>
<td>Specificity</td>
<td>(\frac{TN}{TN + FP})</td>
</tr>
</tbody>
</table>
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...tral fixation enough to obtain good quality photography of the fundus were included in the study. The exclusion criteria were: difficulties in obtaining clear fundus images in both eyes due to opacities in optical media or narrow pupil.

The datasets for this study consisted of fundus images obtained from two sources: Ophthalimic Teaching Hospital Glaucoma Outpatients Clinic, which is a clinical base for the Department of Ophthalmology Medical University of Warsaw, and Microsurgery Eye Centre “Laser” in Warsaw.

The study protocol was accepted by the Bioethical Commission of the Medical University of Warsaw and was conducted in accordance with the Declaration of Helsinki.

Before the measurement a short questionnaire was collected including age, family history of glaucoma, systemic diseases that are risk factors for glaucoma (arterial hypertension, systemic hypotony, diabetes mellitus, headaches, Raynaud’s syndrome), previous or current treatment for glaucoma, according to indications from the literature [24, 25].

For the preparation of the training set of images for the classifier the following devices were used: Nidek RS 330-Retina Scan Duo (first 196 patients), Haag-Streit DRS (subsequent 200 patients), and Crystalvue NFC-700 (all successive patients). The measurements were carried out in a darkened room with a light intensity not exceeding 1 lux, after 5-10 minutes of adaptation to darkness, in non-mydriatic mode of operation, without pupil dilation. For the operating stage only Crystalvue NFC-700 was used; it makes images of size 4096 x 3072 with 24-bit colour depth, in lossless PNG file compression format. The measurement was centred on the optic disc area, with a 30-degree field of view. No additional correction of illumination or contrast enhancement was applied to the images.

During fundus image acquisition, it is necessary for a device operator to indicate the location of the centre of the optic nerve disc. This procedure allows for the further image preprocessing in ANLMod before the classification of the image and is also used for verification of the quality of the acquired image. The centre of the optic disc was determined within the vascular trunk in eyes with retinal vessels centrally located, while in cases of nasal displacement of the vessels or atypical discs, e.g. oblique or with peripapillary atrophy, every eye was checked individually, looking at the edge of the optic disc area.

We considered two categories of fundus images: healthy or glaucoma. Glaucoma included images classified by two experts as suspected glaucoma or with glaucoma. Graders assessed the specific ONH features in every image. In case of disagreement between the two evaluations performed, both glaucoma experts decided the final classification of the image by consensus. The cut-off of vCDR for the glaucoma category was set at vCDR ≥ 0.7. In spite of increased CDR other features characteristic for GON were considered as specific for this category [4, 6].

After fundus photography a non-contact IOP was measured. For the whole screening project a Topcon CT-800A tonometer was used. The reference cut-off of IOP for healthy eyes was less than 24 mmHg. If the IOP was ≥ 24 mmHg in at least one eye the patient was classified in the glaucoma category independently of the fundus image category.

In preparation of the training and validation dataset, subjects’ demographics, such as age and sex, and other ophthalmological findings such as visual field defects, intraocular pressure level, gonioscopic appearance, and OCT measurements, were not considered in the diagnosis of glaucoma.

Fundus image classifier (ANLMod)
Training stage

The data from imaging devices provided at this stage by the MSRMod and passed to the ANLMod are images of different size. Since only the area of the optic nerve is assessed by the classifier the images were cropped using a window of size 900 x 900 pixels centred around a manually pointed centre of the disc, and then scaled using bicubic interpolation to a size of 227 x 227 pixels, as required by the classifier. The ‘healthy’ set contained 933 images and the ‘glaucoma’ set contained 754 images. Samples of resulting images are shown in Figure 2. The images presenting increased optic nerve discs are not processed separately. The neural network classifier during the training stage uses only ‘healthy/glaucoma’ status of the image. In this way, for both increased and normal discs the proper operation should be achieved.

As a classifier the AlexNet convolutional neural network was selected on the basis of preliminary tests [26]. This network is widely used in medical applications [27]. We developed the classifier using the deep learning framework caffe [28], on the basis of 30 models of neural network. The models were different in terms of the learning rate (base_lr), the learning rate multiplier (lr_mult), and the number of layers. For the final selection of the network structure and its parameters two methods were employed: transfer learning and data augmentation. Transfer learning is a method of solving one problem and applying the solution to a different but related problem. In our case, the initial ability of the AlexNet network to discriminate a number of classes of images was used to discriminate healthy and glaucoma images. Data augmentation is a method of expanding an available set of images using transformations of the original images. In our case, a number of transformations were analysed and used, such as mirror, shift, scale, contrast and intensity change. During the training stage the following statistical parameters were achieved: sensitivity 0.82, accuracy 0.72, precision 0.65, and specificity 0.63. In this calculation, eyes were analysed individually. Statistical tests were used to confirm the hypotheses that certain models are better than others.

The classifier model can be tuned to achieve better performance in terms of statistical parameters, at certain time intervals in the operational stage, when more training images of the fundus are collected. Two or more classifiers can also operate simultaneously, allowing for a smooth change to the updated classifier model.
RESULTS

Performance of the image classifier in the operational stage

For the test of the performance of the platform data from two measurement campaigns were used. In the first one, 752 fundus images were collected from 382 patients, while in the second one 352 images were collected from 202 patients. As a result, values of statistical parameters were achieved as shown in Table II. In this case, the calculation is based only on image data (without IOP) and thus does not represent the overall performance of the platform. Figure 3 depicts a histogram of the age of the patients in the first campaign.

To summarize, for the first campaign a decrease of sensitivity and precision was observed while the accuracy and specificity were higher than in the training stage. For the second campaign an increase of all parameters was reported.

The final automatic diagnosis is issued on the basis of fundus image(s) and IOP for both eyes, therefore increasing the sensitivity of the platform, because the increased risk of glaucoma is identified for a patient even if only one of all classifiers (one or two fundus images and IOPs) for both eyes returns such an indication. The statistical parameters calculated on the basis of the final diagnosis are shown in Table III.

DISCUSSION

The automatic detection of early-stage glaucoma is still one of the most challenging problems in medical image analysis and a number of test frameworks are available for comparison of different methods [23].

The statistical parameters, particularly sensitivity and specificity, as measures of the performance of a fundus image classifier, determined at the training stage, may not fully predict the operation of a classifier and the whole platform. For training, images are selected which can be clearly assigned to one of the classes: ‘glaucoma’ or ‘healthy’. In real measurements there are several factors that may influence the assignment. They include bad condition of an eye’s optical system (e.g. cataracts, haemorrhages), difficulties in operating the measuring device (fuzzy, partial, shifted or very dark images,

Table II. Statistical parameters achieved by the image classifier in the test campaigns

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (campaign 1)</th>
<th>Value (campaign 2)</th>
<th>Reference from training</th>
</tr>
</thead>
<tbody>
<tr>
<td># of eyes</td>
<td>752</td>
<td>352</td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>192</td>
<td>236</td>
<td></td>
</tr>
<tr>
<td>TN</td>
<td>560</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>112</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>FN</td>
<td>71</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.73</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.80</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td>Precision</td>
<td>0.63</td>
<td>0.81</td>
<td>0.65</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.83</td>
<td>0.67</td>
<td>0.63</td>
</tr>
</tbody>
</table>
very narrow pupil, etc.) and errors in indicating the centre of the optic nerve disc (operator's interpretation). Therefore, the performance of a platform may decrease. Moreover, in an examined group of persons healthy or glaucoma patients may be overrepresented, which leads to change of the statistical parameters. The latter issue may be the reason for the increase of parameters in both campaigns.

For the second campaign the specificity was as low as 0.42. The reason was that in this campaign the patients with advanced glaucoma were overrepresented. The variety of cases included types of images that were not common in the training stage, which caused random assignment in certain cases. These cases will be included in the future versions of the platform.

The above-mentioned actual problems can be partially resolved due to training of the staff that takes the measurements, indicates the centre of the optic nerve disc, and verifies the quality of the image. Additionally, having a priori knowledge of a group one can use an additional threshold in ANL-Mod. For example, if the prevalence of glaucoma in specific groups of patients is known, one can use Bayesian inference to control the classifier operation (thresholds), thus maintaining the desired statistical parameters.

Our results are in accordance with the results obtained by other authors, despite using a relatively small number of fundus images for training, as compared, e.g., with the study by Shibata et al. The training set was selected on the basis of 16,000 images [19]. For example, in the paper by Ahn et al. for early-stage glaucoma accuracy in the range 0.73-0.88, depending of the classifier version, was presented [14]. Fu et al. reported sensitivity 0.85 and specificity 0.84 [29]. In a review paper by Gómez-Valverde et al. the performances of a number of different convolutional neural networks were presented [20]. As a result, the sensitivity in the range 0.79–0.92, and the specificity in the range 0.75–0.91 were achieved. The authors also stressed that the number of images and type of data sets used in the training stage significantly influence the performance of a neural network classifier. It is also worth noting that most of the papers present analyses of specific neural network classifiers, not running operational platforms.

The image and IOP classifiers need single-digit seconds to issue an initial diagnosis, depending on the performance of the computer used in examination. The time required to examine a single patient is about 5 to 10 minutes, while the final message is sent within the next 5 minutes.

**CONCLUSIONS**

Our first platform proved its usability and good performance in the real screening projects. This study demonstrates that deep learning techniques combined with fundus photography and IOP measurements are an effective tool for a glaucoma screening programme distinguishing between normal and glaucoma patients.

Although AlexNet was successfully employed in our platform in future versions other architectures that can handle bigger input images than 227 × 227 should be used, and the focus should be set to improve the image classifier that can reliably evaluate images from different devices, both professional and simple ones, such as mobile phones equipped with additional optics.
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**Table III. Statistical parameters achieved in the test campaigns**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (campaign 1)</th>
<th>Value (campaign 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td># of patients</td>
<td>381</td>
<td>202</td>
</tr>
<tr>
<td>TP</td>
<td>89</td>
<td>137</td>
</tr>
<tr>
<td>TN</td>
<td>179</td>
<td>22</td>
</tr>
<tr>
<td>FP</td>
<td>88</td>
<td>30</td>
</tr>
<tr>
<td>FN</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.79</td>
<td>0.92</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.71</td>
<td>0.79</td>
</tr>
<tr>
<td>Precision</td>
<td>0.50</td>
<td>0.82</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.67</td>
<td>0.42</td>
</tr>
</tbody>
</table>
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